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Obligatory Bio Slide
󰗞 Hi I’m Doug
(@softwaredoug everywhere)

Long-time search enthusiast... Not 
yet (never?) an expert

I wrote some search books, did some open 
source

I work at Reddit

I worked at Shopify & OpenSource Connections 
in search

I blog here: http://softwaredoug.com :itme:
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Outline
● Judgments & NDCG
● Obvious problems with NDCG (and pals)
● Not so obvious problems w/ the judgment model
● What we’re missing in offline evaluation
● A better way: Treatment fidelity in search relevance
● Conclusions… Science is Hard 



Judgment Regime 
of evaluation



Judgments
Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2



(n)DCG what is it?
Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔

2. 🌮

3. 🍻

Our latest and greatest algorithm 
returns:



(n)DCG what is it?
Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2



(n)DCG what is it?
Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔

2. 🌮

3. 🍻

Our latest and greatest algorithm 
returns:



Higher positions more important…

Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔
2. 🌮
3. 🍻

Pos’n Discount 
(1/posn)*

1 / 1 = 1

1 / 2 = 0.5

1 / 3 = 0.333

*Not actual discount used, just simpler math for 
illustration



Label each result with a grade…

Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔
2. 🌮
3. 🍻

Pos’n Discount 
(1/posn)*

Result
Grade

1 / 1 = 1 0.4

1 / 2 = 0.5 0.9

1 / 3 = 0.333 0.2

*Not actual discount used, just simpler math for 
illustration



Multiply each row…

Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔
2. 🌮
3. 🍻

Pos’n Discount 
(1/posn)

Result
Grade

Posn Discounted Grade

1 / 1 = 1 0.4 1 * 0.4 = 0.4

1 / 2 = 0.5 0.9 0.5 * 0.9 = 0.45 

1 / 3 = 0.333 0.2 0.2 * 0.333 = 0.066



Sum for DCG

Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔
2. 🌮
3. 🍻

Pos’n Discount 
(1/posn)

Result
Grade

Posn Discounted Grade

1 / 1 = 1 0.4 1 * 0.4 = 0.4

1 / 2 = 0.5 0.9 0.5 * 0.9 = 0.45 

1 / 3 = 0.333 0.2 0.2 * 0.333 = 0.066

DCG@3 = 0.4 + 0.45 + 0.066
      = 0.916



Compute ideal for this query

Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🌮
2. 🍔
3. 🍻

Pos’n Discount 
(1/posn)

Result
Grade

Posn Discounted Grade

1 / 1 = 1 0.9 1 * 0.4 = 0.9

1 / 2 = 0.5 0.4 0.5 * 0.9 = 0.2

1 / 3 = 0.333 0.2 0.2 * 0.333 = 0.066

iDCG@3 = 0.9 + 0.45 + 0.066
       = 1.416



NDCG@3 = DCG@3 / IDCG@3

Query Document Grade (0-1)

Spicy Taco 🌮 0.9

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Hamburger 🍔 0.9

Hamburger 🌮 0.2

Spicy Taco

1. 🍔
2. 🌮
3. 🍻

Pos’n Discount 
(1/posn)

Result
Grade

Posn Discounted Grade

1 / 1 = 1 0.4 1 * 0.4 = 0.4

1 / 2 = 0.5 0.9 0.5 * 0.9 = 0.45 

1 / 3 = 0.333 0.2 0.2 * 0.333 = 0.066

DCG@3 = 0.4 + 0.45 + 0.066
      = 0.916

NDCG@3 = 0.916 / 1.416 
       = 0.64



The problems



What if our ideal is terrible?

iDCG@3 = 0.4 + 0.2 + 0.066
      = 0.6066

Query Document Grade (0-1)

Spicy Taco 🍿 0.4

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Spicy Taco

1. 🍿
2. 🍔
3. 🍻

Pos’n Discount 
(1/posn)

Result
Grade

Posn Discounted Grade

1 / 1 = 1 0.4 1 * 0.4 = 0.4

1 / 2 = 0.5 0.4 0.5 * 0.4 = 0.2

1 / 3 = 0.333 0.2 0.2 * 0.333 = 0.066

This ranking gives an 
NDCG@3=1



Just stick to DCG?

DCG@3 = 0.4 + 0.2 + 0.066
      = 0.6066

Query Document Grade (0-1)

Spicy Taco 🍿 0.4

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Spicy Taco

1. 🍿
2. 🍔
3. 🍻

Pos’n Discount 
(1/posn)

Result
Grade

Posn Discounted Grade

1 / 1 = 1 0.4 1 * 0.4 = 0.4

1 / 2 = 0.5 0.4 0.5 * 0.4 = 0.2

1 / 3 = 0.333 0.2 0.2 * 0.333 = 0.066

(Ok this seems ‘lower’ than 
other results)



Grade quality
Query Document Grade (0-1)

Spicy Taco 🍿 0.4

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

Where do these 
come from?

A miracle 
occurs



Focus on engagement based

Query Document Grade (0-1)

Spicy Taco 🍿 0.4

Spicy Taco 🍔 0.4

Spicy Taco 🍻 0.2

A 
miracle 
occurs

Clicks

Impressions

Conversions



Biases galore…

Where to the clicks go?



Position Bias
More eyes,
More clicks,
Yet… terrible tacos

👀👀👀

👀

👀👀



Position Bias at weird places

👀👀👀

👀

👀👀 A seam in the UX, more 
eyes here?



Attractiveness Bias

👀👀👀
👀👀👀

👀

👀👀

AN ACTUAL TACO!!
Nomnomnom
clickclicklclick

WTF is this!?



Confidence bias

👀👀👀
👀👀👀

👀

👀👀

Views Clicks Conversions

1000 135 32

10 2 1

Taco Bell — CTR 0.135
Torchy’s  – CTR 0.2

How much do we 
trust these 
stats given 
amount of 
data?



Presentation / Survivorship bias

👀👀👀
👀👀👀

👀

Views Clicks Conversions

1000 135 32

10 2 1

Taco Bell — CTR 0.135
Torchy’s  – CTR 0.2
Brazos    - 0 / 0 -> undefined

Meanwhile on page 5… the good tacos!:
Views Clicks Conversions

0 0 0



(n)DCG just shuffles the deckchairs 🚢
🪑 We’re restricted to 

answering questions within 
some top N labeled results

N is very small

NumDocs is very very large



(n)DCG struggles with recall

🤷



A bigger Problem



The judgment based model is broken?

MICES 2019
Andreas Wagner
https://www.youtube.com/watch?v=xgHf9k272nc 

Haystack 2019
Tara Diedrichsen, Tito Sierra
https://www.youtube.com/watch?v=7PjBSH6Wqhc 

https://www.youtube.com/watch?v=xgHf9k272nc
https://www.youtube.com/watch?v=7PjBSH6Wqhc


Andreas Wagner, Measuring and Optimizing Findability in E-Commerce, MICES 2019

https://mices.co/mices2019/index.html




Why is (n)DCG overrated?

● NDCG itself is somewhat flawed, forcing us to 0-1 scale

● The underlying labels will always have biases, some very 
hard to overcome

● The judgment model itself assumes singular query-doc model 
matters most



Overrated != Useless… or even “bad”

● NDCG is just one metric, amongst many to examine

● Learning to Rank depend on us having good NDCG



There is no “one true metric”
● Know what your metric actually measures

○ Improvement on human labels

○ Improvement on known CTR results, etc

● We can make decisions with many metrics



What we miss in 
offline



Why not YOLO ship to A/B?

��🏼 💻

1. 🍔
2. 🍿
3. 🌮

1. 🍿
2. 🍔
3. 🍻

Dev

󰡃🧞󰝨󰡃🧞󰝨󰡃🧞󰝨

old new ��🏻 💼

Boost title: 

title^10 
body

LGTM! Yay
📈📈!

A/B 
test

PM



… because we don’t gain (much) knowledge

��🏼 💻
Dev

LGTM!

A/B 
Test
📈

��🏻 💼

OK but WTF did 
we just do?!?

PM



… because we don’t gain (much) knowledge

��🏼 💻
Dev

LGTM!

A/B 
Test
📈

��🏻 💼

… and could we do it 
again?

… and will it work 
in 2 weeks?

… can we iterate on 
it?

… what was the “IT” 
that users liked?

PM



Think about medical testing

󰲪🧪
Am I actually 
producing the right 
compound?

What is the impact of 
the compound on 
patients?

📈

● In search we 
often skip 
this

● And ship it 
straight to 
users

Hypothesis: 
Compound X 
improves 
outcomes



… not so good 

What is the impact of 
the compound on 
patients?

📈Random mix 
of chemicals 
one guy did 

in his 
personal lab



Our actual job: develop and test hypotheses

��🏼 💻 1. 🍔
2. 🍿
3. 🌮

1. 🍿
2. 🍔
3. 🍻

Dev

󰡃🧞󰝨󰡃🧞󰝨󰡃🧞󰝨
Assigning users to both ranking

Some business 
metric

old new

Ship 
‘right 
compound’ 
To prod



Instead of is this a good change?

��🏼 💻
Dev

🚢 SHIPIT!!1. 🍔
2. 🍿
3. 🌮

1. 🍿
2. 🍔
3. 🍻
NDCG=0.7 NDCG=0.75

A/B test



Is this the expected treatment?

��🏼 💻
Dev

1. 🍔
2. 🍿
3. 🌮

1. 🍿
2. 🍔
3. 🍻

Is this the 
change I mean 
to measure?

● Do I change the expected queries?
● How much is that change?
● Functionally, is the change what I 

intended?

Hypothesis development:



What  we miss: treatment fidelity

��🏽 🔬
Scientist

��🏾 ⚕

��🏻 ⚕

��🏻 ⚕

��

��🏽 ♂

��🏿 ♀
Doctor

Doctor

Doctor

New 
medical 
procedure

Patient

Patient

Patient

Applied

Applied

Applied

📈

📉

📈



Fidelity: Did we apply intervention as intended?

��🏽 🔬
Scientist

��🏾 ⚕

��🏻 ⚕

��🏻 ⚕

��

��🏽 ♂

��🏿 ♀
Doctor

Doctor

Doctor

Patient

Patient

Patient

Applied

Applied

Applied

📈

📉

📈

I applied the 
shot to the 
left arm, not 

right

I waited 3 
weeks, 

instead of 
2, for 2nd 

shot

I told the 
patient to 
fast before 
the shot



Fidelity: Did we apply intervention as intended?

��🏽 🔬
Scientist

��🏾 ⚕

��🏻 ⚕

��🏻 ⚕

��

��🏽 ♂

��🏿 ♀
Doctor

Doctor

Doctor

Patient

Patient

Patient

Applied

Applied

Applied

📈

📉

📈

Can I trust 
the outcome 
of this 
trial?



Solution: iterate on procedures -> repeatable

��🏽 🔬
Scientist

��🏾 ⚕

��🏻 ⚕

��🏻 ⚕

��

��🏽 ♂

��🏿 ♀
Doctor

Doctor

Doctor

(not real)
Patient

(practice) 
application

📈
Update 
protocols Practice 

runs

(not real)
Patient

(not real)
Patient

(practice) 
application

(practice) 
application

Check 
Compliance

Measure 
Fidelity

📈



Similarly in search (and other ML systems)

��🏼 💻
Dev

�� ��

��🏽 ♂

��🏿 ♀
Search 
Engine

Model

User / 
Query

User

User / 
Query

Applied

Applied

Applied

Am I 
actually A/B 
testing what 
I think I’m 
testing?

User / 
Query



Similarly in search (and other ML systems)

��🏼 💻
Dev

�� ��

��🏽 ♂

��🏿 ♀
Search 
Engine

Model

User

User

User / 
query

Applied

Applied

Applied

Unexpected 
Functionality

qf=title^10 body 
not actually 
gives title 
“10*body 

importance”



Similarly in search (and other ML systems)

��🏼 💻
Dev

�� ��

��🏽 ♂

��🏿 ♀
Search 
Engine

Model

User / 
Query

User

User / 
query

Applied

Applied

Applied

Impacted wrong 
queries

This should only 
impact X, Y, Z 

queries

User / 
Query



Similarly in search (and other ML systems)

��🏼 💻
Dev

�� ��

��🏽 ♂

��🏿 ♀
Search 
Engine

Model

User / 
Query

User

User / 
query

Applied

Applied

Applied

Other system 
concerns

Why is model 
caching 

predictions for 4 
hrs? Why is 

retraining taking 
so long?

User / 
Query



Treatment Fidelity 
in Offline Search 

Relevance



Q’s for Treatment fidelity in search

● Did I change the expected queries?

● How much is that change?

● Functionally, is the change what I 
intended?

Hypothesis: this 
change will 

improve business 
outcome



Quantifying change

1. 🍔
2. 🍿
3. 🌮

1. 🍿
2. 🍔
3. 🍻

Jaccard

A ∩ B
A ∪ B

2 shared results
4 total results= = 0.5

Other Metrics, that 
account for ranking:

Rank-biased overlap:
https://github.com/cha
ngyaochen/rbo  

Damage: 
https://github.com/o19
s/search-metrics/blob/
main/qual.py#L64 

https://github.com/changyaochen/rbo
https://github.com/changyaochen/rbo
https://github.com/o19s/search-metrics/blob/main/qual.py#L64
https://github.com/o19s/search-metrics/blob/main/qual.py#L64
https://github.com/o19s/search-metrics/blob/main/qual.py#L64


Quantifying change

1. 🍔
2. 🍿
3. 🌮

1. 🍿
2. 🍔
3. 🍻

Jaccard

A ∩ B
A ∪ B

2 shared results
4 total results= = 0.5

Other Metrics, that 
account for ranking:

Rank-biased overlap:
https://github.com/cha
ngyaochen/rbo  

Damage: 
https://github.com/o19
s/search-metrics/blob/
main/qual.py#L64 

Just change we 
don’t know if 
its good or bad

https://github.com/changyaochen/rbo
https://github.com/changyaochen/rbo
https://github.com/o19s/search-metrics/blob/main/qual.py#L64
https://github.com/o19s/search-metrics/blob/main/qual.py#L64
https://github.com/o19s/search-metrics/blob/main/qual.py#L64


For which queries?

��🏼 💻

Did I target 
‘food’ 
queries?

Query Jaccard
(higher, less change)

Spicy taco 0.5

Beer 0.25👍



For which queries?

��🏼 💻

Uhoh, what’s 
happening...

Query Jaccard
(higher, less change)

Spicy taco 0.5

Beer 0.25

puppies 0.0

Tiger King 0.0

Tree pruning 1.0

👎



Iterate to better target what we expect…

��🏼 💻

OK now my A/B 
test will 

measure what I 
expect

Query Jaccard
(higher, less change)

Spicy taco 0.5

Beer 0.25

puppies 0.8

Tiger King 0.9

Tree pruning 1.0



But is this the change we expect?

��🏼 💻

I expect to 
increase 

‘taxonomical 
proximity’ 

between query 
and doc 1. 🍔

2. 🍿
3. 🌯
4. 🌮

q=spicy taco -> Food / in_bread / hinge

Food / in_bread / hinge -> taco
Food / in_bread / detached -> sandwich

Assume we have a taxonomy:

Food / in_bread / detached

Food / ...

Food / in_bread / detached

Food / in_bread / detached



But is this the change we expect?

��🏼 💻

I expect to 
increase 

‘taxonomical 
proximity’ 

between query 
and doc 1. 🍔

2. 🍿
3. 🌯
4. 🌮

q=spicy taco -> Food / in_bread / hinge

Food / in_bread / hinge -> taco
Food / in_bread / detached -> sandwich

Assume we have a taxonomy:

Food / in_bread / detached

Food / ...

Food / in_bread / detached

Food / in_bread / detachedInvent a metric:

TAX@4 = 1 + Σ 0.1 * (1 - nodes_apart)



But is this the change we expect?

��🏼 💻

I expect to 
increase 

‘taxonomical 
proximity’ 

between query 
and doc 1. 🍔

2. 🍿
3. 🌯
4. 🌮

q=spicy taco -> Food / in_bread / hinge

Food / in_bread / hinge -> taco
Food / in_bread / detached -> sandwich

Assume we have a taxonomy:

Food / in_bread / detached

Food / ...

Food / in_bread / detached

Food / in_bread / detachedInvent a metric:

TAX@4 = 1 + (0.1 * -1) + (0.1 * -2) + (0.1 * 0) + (0.1 * 0) 
      = 0.7



Did we make expected change?

Query Jaccard
(higher, less change)

Tax Sim Control Tax Sim Test

Spicy taco 0.5 0.2 0.7

Beer 0.25 0.1 0.5

puppies 0.8 0.0 0.0

Tiger King 0.9 0.0 0.0

Tree 
pruning

1.0 0.0 0.0

Did we increase this 
area of our ranking 
over control?



Hypothesis is valid, now test!

A/B test✅ Only expected queries changed
✅ Expected change implemented
😑 Is good change

Offline Priorities:

✅ Is good change?



Offline ensure a well-formed hypothesis

Hypothesis: If the system improves ‘taxonomic similarity’ 
between query and doc, on food queries

(As tested and clearly shown in this offline test)

...I will see an increase in business metrics



… Science is hard…



Simulations still valuable

󰲪🧪
“Chemical Engineering”
Am I actually 
producing the right 
compound?

Clinical Trials on 
humans

󰞢📈

🐁�� 
Computer
simulation

Animal 
testing



Simulations let us…

Iterate on solutions for quality not just fidelity outside 
online testing

We still want to promote promising changes to A/B…

...but more importantly we want them to have the impact what 
where we expect



… But simulations will always be limited

Biases galore (presentation, attractiveness, the inherent 
flaws in the judgment-based models)

Accept their limitations, use simple mitigations for biases, 
but understand their flaws instead of fixing them.



… we gain no real knowledge

YOLO Again 

Successful A/B test

󰞢📈

󰞢📈
NDCG went up!

What did I even build!?

All that matters 
is NDCG went up!



Really these are all just models…

A/B test

󰞢📈

󰞢🧪
Some model “loss function” that 
attempts to explain offline

Result
Diversity

Engagement
labels

Topical 
Relevance



… we use to create systems that probe the world

A/B test

󰞢📈

󰞢🧪
Theoretical 
Framework evolves…

Result
Diversity

Engagement
labels

Topical 
Relevance

First pass 
lexical

Vector 
Search

󰞢🔧
… system evolves according to such 
framework. Like a “probe”

LTR
Diver
sify

Theories validated 
/ not


